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1 Introdu
tion

The investigation of the energy dependen
e of momentum spe
tra of 
harged parti
les in hadroni


�nal states of e

+

e

�

annihilation provides a signi�
ant test of QCD. In parti
ular the 
ombination

of data taken by the experiments at the PETRA 
ollider with those re
orded up to the highest

energies of LEP 
onstitutes a large lever arm for su
h QCD tests. Even though the shape of the

momentum spe
tra 
annot be 
al
ulated for the 
omplete phase spa
e, sound predi
tions have

been made for the shape and the energy evolution of the � � ln(

p

s=2p) distribution [2,3℄, where

p is the parti
le momentum and

p

s the 
entre-of-mass energy.

Destru
tive interferen
e for soft gluon emission suppresses the produ
tion of parti
les with

very low momentum thus turning the � distribution into an approximate gaussian shape at

asymptoti
 energies [2℄. The peak position, �

0

, of this distribution is expe
ted to depend in

leading order linearly on

Y � ln(

p

s=2�

e�

): (1)

Here �

e�

is related to the � parameter of the running strong 
oupling 
onstant but not identi
al

to it due to the approximations made in the 
al
ulation. C.P. Fong and B.R. Webber [3, 4℄

determined O(�

S

) 
orre
tions to the asymptoti
 predi
tion yielding a skewed gaussian shape for

the � distribution next to its maximum:
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where N(Y ) is a normalization related to the multipli
ity of 
harged parti
les, Æ � (� � h�i)=�

and [3{5℄

h�i � h�(Y )i =

Y
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with � � 11� 2N

f

=3, � � 11+2N

f

=27, ! = 1+N

f

=27, C

A

= 3, C

F

= 4=3, and N

f

the number

of a
tive 
avours, whi
h is usually set to 3 sin
e gluons predominantly split into a pair of the

lightest quarks (u, d, s). In Eq. (3)-(7) the terms in square bra
kets a

ount for the fa
t that a

quark initiates the shower of parti
les rather than a gluon, see [4, 5℄.

The position of the maximum of the � distribution, �

0

� �

0

(Y ), is related to its mean value

by the relation
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For simpli
ity the expli
it Y dependen
e of Æ, h�i, �

0

, �, s, k, and k

5

is not exhibited.
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des
ription 
ut

minimum tra
k momentum p > 0:1 GeV

tra
ks 
oming out of a 
ylinder

(� 3 
m �7 
m) around the e

+

e

�

vertex

n

vertex


h

� 4

tra
ks having � 24 points and

p

t

> 500 MeV

n


h

� 3

visible energy E

vis

=

P

i

E

i

>

p

s=2

longitudinal momentum balan
e p

bal

= j

P

p

z

i

=E

vis

j < 0:4

axial vertex position jz

VTX

j < 150 mm

polar angle of thrust axis j 
os �

T

j < 0:8

total missing momentum p

miss

= j

P

~p

i

j < 0:3 �

p

s

Table 1: Main 
riteria for sele
ting multihadroni
 events. E

i

and ~p

i

are energy and 3-momentum

of tra
ks and 
lusters.

where the approximation is for large Y , and the numeri
al value is for N

f

= 5. The fun
tion

k

5

stems from a higher order 
orre
tion (the �fth 
umulant) to Eq. (2) [3, 5℄
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The analysis of JADE data at 22 through 44 GeV presented in this note 
omplements the

s
ar
e data on the � distribution, F


h

(�; Y ) � 1=�

tot

� d�


h

=d�, available for PETRA's energy

range [6℄, where �

tot

is the total 
ross se
tion for non-radiative hadroni
 e

+

e

�

annihilation

events, and �


h

is the 
harged parti
le 
ross se
tion in these events. We 
ompare the measured

� distributions to the Fong-Webber predi
tion [3℄, Eq. (2), and determine the free parameters of

the theory, i.e. N(Y ), �

e�

, and one of h�i, O(1), or the position of the maximum �

0

, from a �t.

2 Dete
tor and data samples

The study of the momentum spe
tra in terms of � � ln(

p

s=2p) 
onstitutes a re-analysis of data

re
orded by the JADE dete
tor at the PETRA ele
tron-positron 
ollider. A detailed des
ription

of the JADE dete
tor is given in [1, 7℄. This investigation relies mainly on the 
entral tra
king

dete
tor, the jet 
hamber, of the JADE dete
tor and its 
apability to measure pre
isely the tra
ks

of 
harged parti
les and their momenta from the 
urvature of the tra
ks inside the solenoidal

magneti
 �eld of B � 0:45 T. The typi
al resolution of the momentum measurement is about

4:5% for a parti
les momentum of 1 GeV=
 in the r-' plane.

2

For the measurement of the � distribution, data re
orded between 1979 and 1986 at 
entre-

of-mass energies of

p

s = 22, 35 and 44 GeV are analyzed. Our investigation follows the same

lines as the measurement of the longitudinal and transverse 
ross-se
tions published in [8℄.

2

JADE used a 
ylinder 
oordinate system with the z axis along the beam dire
tion, the radius r is the distan
e

from the z axis, the azimuthal angle ' is measured from the horizontal plane, and the polar angle � is measured

with respe
t to the z axis.
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year

p

s [GeV℄ data MC

1981 22 1419 58 273

1982 34-36 14 347 171 584

1986 34-36 20 925 193 380

1984/85 43-45 4397 111 956

Table 2: Number of sele
ted multihadroni
 events in data and Monte Carlo dete
tor simulation.

The sele
tion 
riteria are based on the measured tra
ks of 
harged parti
les in the tra
king

dete
tor and on the 
lusters of energy deposited by the parti
les in the leadglass ele
tromagneti



alorimeter. Applying the 
riteria listed in Tab. 1 to the multihadroni
 events whi
h are sele
ted

as des
ribed in [9℄ yielded the number of events in data and Monte Carlo simulation (MC) listed

in Tab. 2. We do not in
lude the data taken at

p

s � 14 GeV sin
e detailed simulation studies

showed that the � distribution is strongly a�e
ted by the ele
troweak de
ays of B hadrons whi
h

would introdu
e a signi�
ant dependen
e of the � distribution on the modeling of these de
ays.

Contrary to our previous publi
ations [8,9℄ we use MC simulation data based on the PYTHIA

5.722 event generator [10℄ tuned to the high statisti
s LEP data by the OPAL 
ollaboration [11℄.

These data have been generated using the original JADE simulation software adapted to run

on modern 
omputers [12℄. Detailed investigations [12℄ revealed an ex
ellent des
ription of the

JADE data by the tuned PYTHIA generator run at the 
entre-of-mass energies 
onsidered for

this analysis. None of the parameters 
ontrolling the quality of the dete
tor simulation have been


hanged 
ompared with their original values. Thus, as in our measurement of the longitudinal

and transverse 
ross-se
tion [8℄, we adapt the simulated data to the experimental position of

the e

+

e

�


ollision point (I.P.) and to apply appropriate gaussian smearing on the simulated z

vertex position, z

VTX

, and on the minium radial distan
e of a tra
k to the I.P., d

0

.

The two data sets taken around 35 GeV are 
orre
ted separately for dete
tor a

eptan
e and

eÆ
ien
ies sin
e the 
orresponding dete
tor layouts 
hanged between these two periods of data

taking. The two � distributions will be 
ombined, however, after the 
orre
tions for dete
tor

e�e
ts are applied.

3 Measurement of the � distribution at JADE

All 
harged parti
les whose tra
ks 
omply with the sele
tion 
riteria listed in Tab. 1 are used

in the measurement of the � distribution. The width of the bins in � are 
hosen su
h that bin

migration e�e
ts due to the �nite momentum resolution are negligible. This allows to apply

a bin-by-bin 
orre
tion method to 
orre
t for the e�e
ts of limited dete
tor a

eptan
e and

resolution.

The 
omparison of the measured � distribution with the results from the Monte Carlo (MC)

simulation shows small deviations of the order of �3:3% to +1:4% of the total multipli
ity, i.e.

the integral of the � distribution. Su
h small deviations might be expe
ted sin
e we use the

PYTHIA event generator at

p

s = 22, 35, and 44 GeV whi
h was tuned to des
ribe OPAL data

re
orded at

p

s = 91 GeV [11℄. We a

ount for the di�eren
es by s
aling the MC distributions by

a global fa
tor individually for ea
h data taking period (n


or

= 0:9897, 1:0044, 0:9672, 1:0138 for

the data taken at 22, 35 (1982), 35 (1986), 44 GeV, respe
tively). The multipli
ative 
orre
tion

fa
tors for any dete
tor e�e
ts are determined from the PYTHIA MC simulation.

Fig. 1 shows the � distribution measured from the four data sets and 
orre
ted for the limited

a

eptan
e and resolution of the dete
tor and for initial state radiation (ISR). The error bars

exhibit the statisti
al un
ertainties only. The simulated � distribution with the global s
aling
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JADE preliminary
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Figure 1: Measured � distributions 
orre
ted for dete
tor e�e
ts. The results from the simulation

before and after appli
ation of the global multipli
ity s
aling fa
tor are superimposed in ea
h


ase.

fa
tor applied is superimposed on the data points in Fig. 1. The agreement between data and

simulation is a

eptable.

The dete
tor 
orre
tion applied to the measured � distributions are shown in Fig. 2. Around

the position of the maximum in the � distribution the 
orre
tion is less than 10% while it

in
reases up to +35% and down to �50% towards the kinemati
 limits of the distribution.

These signi�
ant 
orre
tions at large � are due to additional parti
les from intera
tions in the

dete
tor material, e.g. photon 
onversion.

From the 
orre
ted � distributions shown in Fig. 1 the position of the maximum is determined

by �tting Eq. (2). Before �tting the two 
orre
ted � distributions obtained from the data taken
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JADE preliminary
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Figure 2: Fa
tors K

i

to 
orre
t for �nite dete
tor resolution and a

eptan
e and initial state

radiation (ISR). H

i


orresponds to the � distribution generated by PYTHIA without ISR while

M

i

is the � distribution found when the fully simulated data in
luding ISR undergo the same

sele
tion and measurement pro
edure as the measured data.

around 35 GeV in 1982 and 1986 have been 
ombined. The �t 
onsiders three parameters N , �

e�

(Eq. (1)), and one of h�i, O(1), or the position of the maximum �

0

. The remaining parameters

of the skewed gaussian (2) are 
al
ulated using the relations (4)-(6). When �tting O(1) we use

Eq. (3). In 
ase of using �

0

the asymptoti
 relation (8) is employed to substitute h�(Y )i in

Eq. (2).

As the skewed gaussian shape 
al
ulated in next-to-leading log approximation (NLLA) is

appli
able only 
lose to the maximum region, the �t range has to be 
hosen with some 
are.

The range of the � distribution 
onsidered for the �ts is sele
ted a

ording to
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22 GeV �

e�

(GeV) N h�i O(1) �

0

Fit results 0:272 11:61 2:366 �0:99 2:735

Statisti
s �0:046 �0:31 �0:020 �0:12 �0:019

Fit range �0:1 �0:009 �0:07 �0:006 �0:02 �0:007

two Gaussian �0:077

j 
os �

T

j < (0:7 � � � 0:9) �0:021 �0:19 �0:009 �0:06 �0:007

E

vis

> (0:95 � � � 1:05)

p

s=2 �0:002 �0:02 �0:002 �0:01 �0:002

n


h

� 7 �0:009 �0:03 �0:014 �0:01 �0:014

n

vertex


h

� 7 �0:009 �0:03 �0:004 �0:02 �0:003

p

bal

< (0:3 � � � 1) �0:004 �0:04 �0:002 �0:06 �0:002

p

miss

< (0:25 � � � 1)

p

s �0:004 �0:04 �0:002 �0:02 �0:003

d

0

< (9 � � � 16) mm �0:011 �0:13 �0:021 �0:04 �0:020

jz

VTX

� hz

VTX

ij < (24 � � � 32) mm �0:008 �0:07 �0:003 �0:02 �0:003

HERWIG 5.9 �0:004 �0:03 �0:072 �0:04 �0:036

JETSET 6.3 �0:006 �0:06 �0:002 �0:01 �0:003

Total syst. error �0:030 �0:27 �0:047 �0:08 �0:090

Total error �0:055 �0:41 �0:051 �0:14 �0:092

Table 3: Results and systemati
 un
ertainties of the �ts to the � distribution measured at

22 GeV.

� symmetry around the maximum,

� not ex
eeding the kinemati
 boundary �

R

= ln

�

p

s

�

2

q

p

2

+Q

2

0

�

[13℄, where p is the

parti
le's momentum and Q

0

� 2m

�

,

� obtaining a good des
ription of the shape of the � distribution by the distorted gaussian

in terms of �

2

=d:o:f: sin
e a large �

2

=d:o:f: would indi
ate a range bigger than the s
ope

of appli
ation of the skewed gaussian fun
tion,

� use of a range where dete
tor 
orre
tions are less than about �35%.

This resulted in the ranges 1:65-3:55, 1:75-4:05, and 1:75-4:25 for the data sets taken at 22, 35,

and 44 GeV respe
tively. The �ts using statisti
al errors only yielded �

2

=d:o:f: of 1:4, 2:0, 1:1 for

these three data sets. The tables 3-5 list the results after performing the �t separately at ea
h

energy point. In parti
ular it is found that the �ts yield within the small statisti
al un
ertainties

the same results for �

e�

and N(Y ) independently of whi
h of h�(Y )i, O(1), or �

0

(Y ) is used

as the third variable in the �t. The statisti
al 
orrelation of the �t parameters for the three

di�erent sets of parameters is shown in Tab. 6.

To assess the systemati
 un
ertainties we varied the multihadroni
 sele
tion 
riteria listed

in Tab. 1. The variations are spe
i�ed in tables 3-5 together with the resulting 
hanges of the

�t parameters. In addition the stability of the �t results is 
he
ked by simultaneously enlarging

and shrinking the �t range by �� = 0:1. The range of variation of d

0

and jz

VTX

� hz

VTX

ij are

determined from �tting the sum of a narrow and a broad gaussian to the distribution of d

0

and

jz

VTX

�hz

VTX

ij, respe
tively, and taking two and three times the width of the broader gaussian.

The dependen
e on the parti
ular Monte Carlo event generator used for the 
orre
tion of the

dete
tor e�e
ts is investigated by using alternatively HERWIG5.9 [14℄ and JETSET6.3 [15℄.

When using �

0

as a �t parameter, we 
he
ked the position of the maximum by applying a

di�erent method whi
h 
onsiders a �t of two gaussian fun
tions with di�erent widths for the

7



35 GeV �

e�

(GeV) N h�i O(1) �

0

Fit results 0:284 14:06 2:687 �0:904 3:064

Statisti
s �0:008 �0:05 �0:020 �0:019 �0:003

Fit range �0:1 �0:003 �0:02 �0:004 �0:008 �0:001

two Gaussian �0:044

j 
os �

T

j < (0:7 � � � 0:9) �0:003 �0:06 �0:003 �0:014 �0:002

E

vis

> (0:95 � � � 1:05)

p

s=2 �0:004 �0:01 �0:001 �0:002 �0:001

n


h

� 7 �0:002 �0:03 �0:001 �0:006 �0:001

n

vertex


h

� 7 �0:002 �0:04 �0:001 �0:003 �0:001

p

bal

< (0:3 � � � 1) �0:002 �0:01 �0:001 �0:002 �0:001

p

miss

< (0:25 � � � 1)

p

s �0:002 �0:02 �0:001 �0:002 �0:001

d

0

< (9 � � � 16) mm �0:034 �0:15 �0:015 �0:020 �0:014

jz

VTX

� hz

VTX

ij < (24 � � � 32) mm �0:038 �0:61 �0:001 �0:004 �0:002

HERWIG 5.9 �0:004 �0:07 �0:010 �0:013 �0:010

JETSET 6.3 �0:006 �0:08 �0:001 �0:008 �0:009

Total syst. error �0:052 �0:63 �0:019 �0:034 �0:047

Total error �0:053 �0:64 �0:019 �0:039 �0:047

Table 4: Results and systemati
 un
ertainties of the �ts to the � distribution measured at

35 GeV.

44 GeV �

e�

(GeV) N h�i O(1) �

0

Fit results 0:220 16:42 2:809 �1:08 3:193

Statisti
s �0:018 �0:17 �0:010 �0:06 �0:010

Fit range �0:1 �0:017 �0:17 �0:005 �0:05 �0:019

two Gaussian �0:004

j 
os �

T

j < (0:7 � � � 0:9) �0:004 �0:12 �0:006 �0:02 �0:005

E

vis

> (0:95 � � � 1:05)

p

s=2 �0:002 �0:02 �0:003 �0:01 �0:003

n


h

> 7 �0:030 �0:34 �0:014 �0:06 �0:016

n

vertex


h

> 7 �0:038 �0:14 �0:024 �0:11 �0:026

p

bal

< (0:3 � � � 1) �0:002 �0:01 �0:001 �0:01 �0:002

p

miss

< (0:25 � � � 1)

p

s �0:002 �0:01 �0:003 �0:01 �0:003

d

0

< (9 � � � 16) mm �0:022 �0:24 �0:015 �0:01 �0:042

jz

VTX

� hz

VTX

ij < (24 � � � 32) mm �0:003 �0:03 �0:005 �0:01 �0:005

HERWIG 5.9 �0:005 �0:07 �0:013 �0:03 �0:013

JETSET 6.3 �0:002 �0:14 �0:001 �0:01 �0:001

Total syst. error �0:056 �0:59 �0:043 �0:18 �0:063

Total error �0:059 �0:62 �0:044 �0:19 �0:064

Table 5: Results and systemati
 un
ertainties of the �ts to the � distribution measured at

44 GeV.
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22 GeV N h�i N O(1) N �

0

�

e�

�0:923 +0:446 �0:902 +0:983 �0:930 +0:320 �

e�

N �0:429 �0:891 �0:316 N

35 GeV N h�i N O(1) N �

0

�

e�

�0:890 +0:443 �0:845 +0:979 �0:890 +0:336 �

e�

N �0:426 �0:835 �0:332 N

44 GeV N h�i N O(1) N �

0

�

e�

�0:881 +0:369 �0:877 +0:983 �0:886 +0:226 �

e�

N �0:360 �0:877 �0:272 N

Table 6: Statisti
al 
orrelations of the �t parameters for the three di�erent sets of parameters

investigated (�

e�

, N , and one of h�i, O(1), �

0

). Only the non-trivial o�-diagonal 
orrelation


oeÆ
ients are shown.

part to the left and to the right of the maximum but the same parameters for the normalization

and 
entral value. This is labelled \two Gaussian" in tables 3-5. It is used sin
e the results

of [17℄, whi
h are used for an investigation of the energy dependen
e of �

0

in [18℄, were obtained

using this approa
h.

Symmetri
 systemati
 errors are assigned for a parti
ular variation whi
h are 
al
ulated by

taking half of the maximum di�eren
e between all the results, i.e. the results obtained by the

standard pro
edure and by the varied pro
edure. Sin
e the data statisti
s is feeble at 22 GeV we

investigated whether the systemati
 
hanges of the �t results observed by varying the sele
tion


uts, whi
h 
hanges the size of the data sample, are due to statisti
al 
u
tuations. We �nd that

in general only the smaller of the systemati
 errors assigned are 
ompatible with the expe
ted

statisti
al un
ertainty. Thus the systemati
 errors are not dominated by statisti
al 
u
tuations.

In general, the systemati
 un
ertainties are small. However, ex
eptions are the variations

of the 
uts on d

0

, jz

VTX

� hz

VTX

ij, n


h

, and n

vertex


h

. These 
ontribute signi�
antly to the total

systemati
 un
ertainty at 35 and 44 GeV. The reason for n


h

and n

vertex


h

is the few per
ent

di�eren
e in the measured and simulated multipli
ity of 
harged parti
les. This leads to a larger

un
ertainty if the 
ut gets 
loser to the average number of 
harged parti
les observed. Sin
e

these two 
uts require well-re
onstru
ted tra
ks they will reje
t events whi
h have many low

energy but very few high energy parti
les, this a�e
ts the position of the maxium, the mean

value, the multipli
ity and also the other parameters due to the 
orrelations.

In the 
ase of varying the 
uts on d

0

and jz

VTX

�hz

VTX

ij detailed investigations showed that

the deviation between data and simulation in these variables is in fa
t � dependent. Su
h devi-

ations 
ould be 
aused by multiple s
attering due to additional material next to the intera
tion

point in the real dete
tor whi
h is not simulated. Applying a � dependent reweighting of the

simulated d

0

and z

VTX

values to a

ount for su
h e�e
ts due to additional multiple s
attering

redu
ed the systemati
 un
ertainty. The remaining part is due to the tight 
uts whi
h need to be


hosen to reje
t parti
les from de
ays and se
ondary intera
tions in the dete
tor material whi
h

enhan
es the de�
ien
ies of the Monte Carlo simulation due to the larger 
orre
tion required.

In the 
ase of the maximum position the dominating 
ontribution to the systemati
 un
er-

tainty is due to the use of the \two Gaussian" shape.

9



JADE preliminary

 statistical uncertainty

 total uncertainty

Λ
ef

f  
(G

eV
)

N
〈 ξ

 〉
O

(1
)

22 35 44

√s(GeV)

 ξ
0

0.2

0.3

10

15

2.5

3

-1.25

-1

-0.75

2.5

3

3.5

Figure 3: Results for �

e�

, N , h�i, O(1), �

0

versus the 
entre-of-mass energy

p

s. The error bars

indi
ate the statisti
al (thi
k line) and total un
ertainties (thin line with horizontal ti
k marks).

The 
urves are des
ribed in the text.
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Figure 4: The measured position of the maximum �

0

is shown together with results at higher


entre-of-mass energies. The 
urve is the expe
tation of QCD in NLLA, Eqs. (8) and (3).

4 Summary and 
on
lusions

The �nal results of the �tted parameters in
luding statisti
al and systemati
 un
ertainties are

summarized in Fig. 3. The results indi
ate �

e�

� 
onst., O(1) � 
onst., and N(Y ), h�(Y )i and

�

0

(Y ) in
rease with Y � ln(

p

s=2�

e�

). Considering the systemati
 errors to be fully 
orrelated,

weighted averages 
an be 
al
ulated for �

e�

and O(1) using the total errors for the weights.

This yields

�

e�

= (0:261 � 0:047) GeV

O(1) = �0:916 � 0:047

where total errors are quoted. These values are indi
ated in Fig. 3 by a horizontal line. The

average value for �

e�

is in agreement with the results found in several studies of the � distribution

at higher 
entre-of-mass energies (e.g. [17℄).

In Fig. 3 also the 
urves from the NLLA 
al
ulations Eqs. (3) and (8) are overlaid using

the average values of �

e�

and O(1) given above. For N(Y ) Eq. (7) is shown in the �gure. The

11



unknown 
onstant of proportionality, K, whi
h relates N(Y ) to the exponential term in Eq. (7)

has been �tted for the 
urve shown in Fig. 3. In all 
ases the NLLA formulae (3), (7) and (8)

agree well with the data.

More detailed tests require to 
onsider measurements of these quantities over a larger range

of 
entre-of-mass energies, e.g. [17℄ as is shown in Fig. 4. Sin
e the 
avour 
omposition 
hanges

with energy due to the di�erent 
ouplings of the intermediate photon and Z boson to the quarks,

su
h a study should allow to test possible 
avour dependent e�e
ts due to �nite quark masses,

in parti
ular on the position of the maximum �

0

[18℄.
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